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#### Abstract

Careful design of a dual-frame random digit dial (RDD) telephone survey requires selecting from among many options that have varying impacts on cost, precision, and coverage in order to obtain the best possible implementation of the study goals. One such consideration is whether to screen cell-phone households in order to interview cell-phone only (CPO) households and exclude dualuser household, or to take all interviews obtained via the cell-phone sample. We present a framework in which to consider the tradeoffs between these two options and a method to select the optimal design. We derive and discuss the optimum allocation of sample size between the two sampling frames and explore the choice of optimum $p$, the mixing parameter for the dual-user domain. We illustrate our methods using the National Immunization Survey, sponsored by the Centers for Disease Control and Prevention.
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## 1 Introduction

Modern random digit dial (RDD) telephone surveys in the U.S. use two samples: a sample of landlines and a sample of cell-phone lines. Wolter, Smith and Blumberg (2010) provide the statistical foundations for such dual-frame telephone surveys. The present article builds on that work and demonstrates the considerations and statistical methods for allocating the total survey resources to the two sampling frames.

Because it is less costly on a per-unit basis and has a longer history of use, the landline sample is often the larger sample and the survey interview is attempted for all respondents in

[^0]this sample. The interviewing protocol for the smaller cell-phone sample is configured in one of two ways: (1) attempt to complete the survey interview for all responding persons, or (2) conduct a brief screening interview to ascertain the telephone status of the respondent, and then attempt to complete the survey interview only for respondents whose telephone status is classified as cell-phone-only (CPO) (i.e., respondents who report in the screening interview that they do not have a working landline in their household). (Within the screening approach there are variations, such as interviewing both CPO respondents and others who report that there is a landline in the household but they are not reachable through the landline.) As the size of the landline-only (LLO) population (i.e., persons who have a working landline telephone in the household but do not have access to a cell phone) declines over time (Blumberg and Luke 2010), survey statisticians may consider new designs in which the cell-phone sample is the larger sample and all respondents are interviewed, while the interviewing protocol for the smaller landline sample calls for screening or taking all respondents. Yet in this article, we focus on the prevailing circumstances in the last several years in which the cell-phone sample is typically the smaller sample and a take-all or screening protocol is used for respondents in this sample.

We shall develop the methods for optimum allocation under ideal assumptions that the sample sizes refer to completed cases (i.e., no nonresponse); that there is essentially a one-to-one relationship between the sampling units (telephone numbers) and the analytical units (e.g., households) in the landline population; that there is essentially a one-to-one relationship between the sampling units and the analytical units in the cell-phone population; and that all units in the target population are included in at least one of the two sampling frames. Given these assumptions, each and every specific analytic unit is linked to a landline, a cell-phone line, or both a landline and a cell-phone line, and is linked to at most one landline and at most one cell-phone line.

Most of the previous literature on dual-frame surveys studies estimation procedures rather than the question of allocation of the sample size to the various sampling frames, including Hartley (1962, 1974); Fuller and Burmeister (1972); Skinner and Rao (1996); and Lohr and Rao (2000, 2006). Biemer (1984) and Lepkowski and Groves (1986) looked at allocation when one frame is a subset of the other frame, as might be the case with an area sample supplemented by a special list.

To begin, we establish our notation and assumptions. Let $U^{A}$ be the landline population and $U^{B}$ the cell-phone population. The overall population of interest is $U=U^{A} \cup U^{B}$. Some units have both a landline and a cell phone (the dual-user population), while others have only a landline (the LLO population) or only a cell phone (the CPO population), and thus the two populations overlap as follows: $U^{a b}=U^{A} \cap U^{B}, U^{a}=U^{A}-U^{a b}$, and $U^{b}=U^{B}-U^{a b}$. $U^{a}$ is the LLO domain, $U^{b}$ is the CPO domain, and $U^{a b}$ is the dual-user domain. The population sizes are $N_{A}=\operatorname{card}\left(U^{A}\right), N_{B}=\operatorname{card}\left(U^{B}\right), N_{a b}=\operatorname{card}\left(U^{a b}\right), N_{a}=\operatorname{card}\left(U^{a}\right)$, and $N_{b}=$ $\operatorname{card}\left(U^{b}\right)$. We denote the proportions in the overlap (or dual-user) population by $a=N_{a b} / N_{A}$ and $\beta=N_{a b} / N_{B}$.

Let $s_{A}$ be a simple random sample without replacement selected from $U^{A}$, let $s_{B}$ be a simple random sample without replacement selected from $U^{B}$, and let $n_{A}=\operatorname{card}\left(s_{A}\right)$ and $n_{B}=$
$\operatorname{card}\left(s_{B}\right)$ be the sample sizes (i.e., completed interviews). We assume that domain membership ( $a, a b, b$ ) is not known at the time of sampling.

Let $Y_{i}$ be a variable of interest for the $i^{\text {th }}$ unit in the overall population. The population domain means and variance components are denoted by $\bar{Y}_{A}, \bar{Y}_{B}, \bar{Y}_{a b}, \bar{Y}_{a}, \bar{Y}_{b}$, $S_{A}^{2}, S_{B}^{2}, S_{a b}^{2}, S_{a}^{2}$, and $S_{b}^{2}$. We take the goal of the survey to be the estimation of the overall population total $Y$.

In what follows, we derive the optimum allocation given the take-all protocol and the screening protocols in Section 2 and Section 3, respectively. Section 4 compares the two protocols in terms of efficiency and cost and attempts to provide guidance about the circumstances under which each protocol is better. The section also explores the optimum choice of a mixing parameter $p$, which is used to combine the estimators from the two samples ( $s_{A} \cap U^{a b}$ and $s_{B} \cap U^{a b}$ ) that represent the dual-user population. Section 5 applies the methods to the National Immunization Survey, a large dual-frame telephone survey sponsored by the Centers for Disease Control and Prevention (CDC). The article closes with a brief summary in Section 6.

## 2 Take-all protocol

In the take-all protocol, one conducts survey interviews for all units in both samples $s_{A}$ and $s_{B}$. Therefore, variable data collection costs can be approximated by the model

$$
\begin{equation*}
C_{T A}=c_{A} n_{A}+c_{B} n_{B}, \tag{2.1}
\end{equation*}
$$

where $c_{A}$ is the cost per completed interview in sample $s_{A}$ and $c_{B}$ is the cost per completed interview in sample $s_{B}$. The expected numbers of survey interviews in the cell-phone sample are $(1-\beta) n_{B} \mathrm{CPO}$ units and $\beta n_{B}$ dual-user units.

The unbiased estimator of the population total (Hartley 1962) is given by

$$
\begin{equation*}
\ddot{Y}=\hat{Y}_{a}+p \hat{Y}_{a b}+q \hat{Y}_{b a}+\hat{Y}_{b}, \tag{2.2}
\end{equation*}
$$

where $p$ is a mixing parameter, $q=1-p, \hat{Y}_{a}=\left(N_{A} / n_{A}\right) y_{a}$ is an estimator of the LLO total, $\hat{Y}_{a b}=\left(N_{A} / n_{A}\right) y_{a b}$ is an estimator of the dual-user total derived from the landline sample, $\hat{Y}_{b a}$ $=\left(N_{B} / n_{B}\right) y_{b a}$ is an estimator of the dual-user total derived from the cell-phone sample, $\hat{Y}_{b}=$ $\left(N_{B} / n_{B}\right) y_{b}$ is an estimator of the CPO total, $y_{a}$ is the sum of the variable of interest for the observations in $s_{A}$ and in domain $U^{a}, y_{a b}$ is the sum of the variable of interest for the observations in $s_{A}$ and in domain $U^{a b}, y_{b a}$ is the sum of the variable of interest for the observations in $s_{B}$ and in domain $U^{a b}$, and $y_{b}$ is the sum of the variable of interest for the observations in $s_{B}$ and in domain $U^{b}$. We examine the choice of $p$ in Section 4.

Given fixed $p$, we find that the variance of $\ddot{Y}$ is

$$
\begin{equation*}
\operatorname{Var}\{\ddot{Y}\}=N^{2}\left(\frac{Q_{A}^{2}}{n_{A}}+\frac{Q_{B}^{2}}{n_{B}}\right) \tag{2.3}
\end{equation*}
$$

where $W_{A}=N_{A} / N, W_{B}=N_{B} / N$,

$$
Q_{A}^{2}=W_{A}^{2}\left\{(1-\alpha) S_{a}^{2}+\alpha p^{2} S_{a b}^{2}+\alpha(1-\alpha)\left(\bar{Y}_{a}-p \bar{Y}_{a b}\right)^{2}\right\}
$$

and

$$
Q_{B}^{2}=W_{B}^{2}\left\{(1-\beta) S_{b}^{2}+\beta q^{2} S_{a b}^{2}+\beta(1-\beta)\left(\bar{Y}_{b}-q \bar{Y}_{a b}\right)^{2}\right\}
$$

The classical optimum allocation of the total sample to the two sampling frames (Cochran 1977) is defined by

$$
\begin{align*}
& n_{A, \text { opt }}=\frac{K Q_{A}}{\sqrt{c_{A}}} \\
& n_{B, \text { opt }}=\frac{K Q_{B}}{\sqrt{c_{B}}} \tag{2.4}
\end{align*}
$$

where $K$ is a constant that depends upon whether the objective of the allocation is to minimize cost subject to a constraint on variance, or to minimize variance subject to a constraint on cost. The minimum variance subject to fixed $\operatorname{cost} C_{T A}$ is given by

$$
\begin{equation*}
\min [\operatorname{Var}\{\ddot{Y}\}]=\frac{\left(\sqrt{c_{A}} Q_{A}+\sqrt{c_{B}} Q_{B}\right)^{2}}{C_{T A}} \tag{2.5}
\end{equation*}
$$

while the minimum cost subject to fixed variance $V_{0}$ is

$$
\begin{equation*}
\min \left[C_{T A}\right]=\frac{\left(\sqrt{c_{A}} Q_{A}+\sqrt{c_{B}} Q_{B}\right)^{2}}{V_{0}} \tag{2.6}
\end{equation*}
$$

## 3 Screening protocol

In the screening protocol, one conducts survey interviews for all units in the landline sample $s_{A}$. One conducts screening interviews (for telephone status) for all units in the cell-phone sample $s_{B}$ and then conducts the survey interviews only for the units that screen-in as CPO. Therefore, expected data collection costs arise according to the model

$$
\begin{align*}
& C_{S C}=c_{A} n_{A}+c_{B}^{\prime} \beta n_{B}+c_{B}^{\prime \prime}(1-\beta) n_{B} \\
& =c_{A} n_{A}+c_{B}^{\prime \prime \prime} n_{B}, \tag{3.1}
\end{align*}
$$

where $c_{B}^{\prime}$ is the cost per completed screener (to ascertain telephone status) in sample $s_{B}, c_{B}^{\prime \prime}$ is the cost per completed screener and interview in sample $s_{B}$, and $c_{B}^{\prime \prime \prime}=c_{B}^{\prime} \beta+c_{B}^{\prime \prime}(1-\beta)$. In this notation, $n_{A}$ is the number of survey interviews completed amongst landline respondents and $n_{B}$ is the number of completed interviews (telephone screener only for non-CPO respondents, and screener plus survey interview for CPO respondents) amongst cell-phone respondents. That is, the expected total number of completed survey interviews is $n_{A}+(1-$ $\beta) n_{B}$.

The unbiased estimator of the overall population total is

$$
\begin{equation*}
\hat{Y}=\hat{Y}_{A}+\hat{Y}_{b} \tag{3.2}
\end{equation*}
$$

where $\hat{Y}_{A}=\left(N_{A} / n_{A}\right) y_{A}, \hat{Y}_{b}=\left(N_{B} / n_{B}\right) y_{b}$, and $y_{A}=y_{a}+y_{a b}$. The variance of the estimator is

$$
\begin{equation*}
\operatorname{Var}\{\hat{Y}\}=N^{2}\left(\frac{R_{A}^{2}}{n_{A}}+\frac{R_{B}^{2}}{n_{B}}\right) \tag{3.3}
\end{equation*}
$$

where

$$
R_{A}^{2}=W_{A}^{2} S_{A}^{2}
$$

and

$$
R_{B}^{2}=W_{B}^{2} S_{b}^{2}\left\{1-\beta+\beta(1-\beta) \frac{\bar{Y}_{b}^{2}}{S_{b}^{2}}\right\}
$$

The optimal allocation of the total sample is

$$
\begin{aligned}
& n_{A, o p t}=L R_{A} / \sqrt{c_{A}} \\
& n_{B, o p t}=L R_{B} / \sqrt{c_{B}^{\prime \prime \prime}}
\end{aligned}
$$

where $L$ is a constant that depends on the fixed constraint: cost or variance. The minimum variance subject to fixed cost is given by

$$
\begin{equation*}
\min [\operatorname{Var}\{\hat{Y}\}]=\frac{\left(\sqrt{c_{A}} R_{A}+\sqrt{c_{B}^{\prime \prime \prime}} R_{B}\right)^{2}}{C_{S C}} \tag{3.4}
\end{equation*}
$$

and the minimum cost subject to fixed variance is

$$
\begin{equation*}
\min \left[C_{S C}\right]=\frac{\left(\sqrt{c_{A}} R_{A}+\sqrt{c_{B}^{\prime \prime \prime}} R_{B}\right)^{2}}{V_{0}} \tag{3.5}
\end{equation*}
$$

## 4 Comparing the take-all and screening protocols

We compare the take-all and screening protocols to establish which is the less costly or more efficient. Such a comparison can provide practical guidance to planners of future dual-frame telephone surveys.

### 4.1 Comparing the minimum variances and costs

Given either fixed cost or fixed variance, efficiency can be assessed in terms of the ratio

$$
\begin{equation*}
E=\frac{\min [\operatorname{Var}\{\hat{Y}\}]}{\min [\operatorname{Var}\{\hat{Y}\}]}=\frac{\min \left[C_{S C}\right]}{\min \left[C_{T A}\right]}=\frac{\left(\sqrt{c_{A}} R_{A}+\sqrt{c_{B}^{\prime \prime \prime}} R_{B}\right)^{2}}{\left(\sqrt{c_{A}} Q_{A}+\sqrt{c_{B}} Q_{B}\right)^{2}} \tag{4.1}
\end{equation*}
$$

Values less than 1.0 favor the screening approach while values greater than 1.0 favor the take-all approach.

We will illustrate efficiency using six scenarios regarding a survey of a hypothetical adult population. For all scenarios, the population size is taken from the March 2010 Current Population Survey (http://www.census.gov/cps/data/) and the population proportions by telephone status are obtained from the January - June 2010 National Health Interview Survey (Blumberg and Luke 2010). The values are $N_{A}=83,451,980, N_{a}=15,162,402, N_{a b}$ $=68,289,578, N_{b}=31,265,108, N_{B}=99,554,686, a=0.818$, and $\beta=0.686$. For all scenarios, the aim of the survey is taken to be the estimation of the total number of adults with a certain attribute.

The scenario specific assumptions are set forth in the following table:

The means correspond to the proportions of adults with the attribute. Scenario 1 describes a population in which the domain means are similar, with the mean of the dual-user domain being somewhat larger than the means of the CPO and LLO populations. Scenario 2 describes a population in which the mean of the LLO domain is somewhat larger than the means of the other telephone status domains. Scenario 3 reflects a population in which the means of all telephone status domains are equal. Scenario 4 reflects a population in which the mean of the LLO domain is much larger than the mean of the CPO domain. Scenarios 5 and 6 correspond to Scenarios 1 and 2, respectively, using means equal to one minus the corresponding means. The mean of the CPO domain declines from Scenario 1 to 6 .

We selected the six scenarios to illustrate various circumstances in which the means of CPO, LLO, and dual-user domains differ. Differences can arise because younger adults, Hispanics, adults living only with unrelated adult roommates, adults renting their home, and adults living in poverty tend to be CPO (Blumberg and Luke 2013). To gain insight into the relative efficiencies of the take-all and screening designs, planners of future surveys may repeat our calculations for new scenarios specified by them and tailored to the particulars of their applications.

We will consider the six scenarios using three assumed cost structures. The cost structures are intended to illuminate various circumstances in which the per-unit cost of screening is high or low relative to the cost of the survey interview, with Cost Structures 1-3 reflecting increasing relative cost of screening. All cost components are expressed in interviewing hours:

Cost Structure 1: $c_{B}^{\prime}=0.05, c_{B}^{\prime \prime}=2.05, c_{B}=2.00$ and $c_{A}=1.00$
Cost Structure 2: $c_{B}^{\prime}=0.20, c_{B}^{\prime \prime}=2.20, c_{B}=2.00$ and $c_{A}=1.00$
Cost Structure 3: $c_{B}^{\prime}=0.50, c_{B}^{\prime \prime}=2.50, c_{B}=2.00$ and $c_{A}=1.00$.
All reflect circumstances in which the hours per case for a cell-phone interview is about 2 times larger than the hours per case for a landline interview.

Efficiencies corresponding to the various scenarios for the first cost structure are illustrated in Figure 4.1. We have prepared similar figures for the second and third cost structures, but to conserve space we do not present them here.

Given Cost Structure 1, the screening approach achieves the lower variance for the same fixed cost for all six scenarios. Given Cost Structure 3, in which the per-unit cost of screening is relatively much higher than in Cost Structure 1, the take-all approach achieves a smaller variance than the screening approach for half of the population scenarios. For Cost Structure 2, which entails an intermediate level of screening cost, the screening approach beats the take-all approach for all scenarios except for Scenario 1, in which the two approaches are nearly equally efficient.

The comparison between the take-all and screening protocols can be understood by examining the form of efficiency $E$ in (4.1). The unit cost of screening is embedded only within the term $\sqrt{c_{B}^{\prime \prime \prime}} R_{B}$ in the numerator of $E$. Thus, for a given scenario, the value of $E$ must increase with increasing screening cost. For smaller screening costs, $E$ may be less than 1.0 in which case the screening protocol will be preferred, while for larger screening costs, $E$ may exceed 1.0 in which case the take-all protocol will be preferred.

It is also of interest to examine how the efficiency $E$ varies with the domain means (i.e., the domain proportions), given a fixed cost structure. We see in (4.1) and in the definitions of the variance components that as long as the domain means $-\bar{Y}_{b}, \bar{Y}_{a b}$, and $\bar{Y}_{a}$ - vary reasonably together, as they do in our scenarios, the variation has relatively little or no impact on $Q_{A}^{2}, Q_{B}^{2}$, and $R_{A}^{2}$, and $E$ will tend to vary more directly with $R_{B}^{2}$, and in turn with the value of the ratio $\bar{Y}_{b}^{2} / S_{b}^{2}$ in the CPO domain. The smaller the mean in the CPO domain, the smaller this ratio will be, and in turn the smaller $E$ will be. Thus, in each of the structures, we see smaller values of $E$ in Scenarios 5 and 6 than in Scenarios 1 and 2, and intermediate values of $E$ in Scenarios 3 and 4 .

For the take-all protocol, the optimum $p$ 's are located at the points at which the efficiencies reach their maximum values. Table 4.2 reveals the optimum sample sizes and the optimum parameters $p$ for each scenario and cost structure, assuming a fixed cost budget of 1,000 interviewing hours. For the screening protocol, we expect to complete $(1-\beta) n_{B}$ cell-phone interviews. For all population scenarios and cost structures studied here, the screening protocol obtains fewer completed cell-phone interviews than does the take-all protocol. The latter design uses resources for interviewing dual-user cases in both of the samples and requires more cell-phone interviews to provide adequate representation of CPO cases, while the former design can be more efficient about interviewing CPO cases at the price of using resources to conduct the requisite screening interviews. The optimum $p$ 's fall approximately in the range from 0.4 to 0.6 and the variance under the take-all protocol is fairly flat within this range. We examine this issue further in Section 4.2.

In summary, one may conclude from these illustrations that the screening approach is often more efficient than the take-all approach. As the cost of the screener increases relative to the cost of the interview, the outcome can tip in favor of the take-all approach. The take-all approach will be preferred for surveys in which the cost of the screener is relatively very high; otherwise, the screening protocol will be preferred. The screening approach will tend to be relatively more efficient for small values of the CPO domain mean than for large values of this mean.

### 4.2 Choosing the mixing parameter $p$ for the take-all protocol

The optimum allocation is defined in terms of the mixing parameter, and thus it is important to consider the choice of this parameter. In the foregoing section, we saw that variance is likely not very sensitive to the choice of $p$ within a reasonable neighborhood of optimum $p$. While the actual optimum $p$ will never be known in practical applications, in this section, we
describe a practical method that statisticians may use to select a reasonable, near-optimum value of $p$.

The landline and cell-phone samples each supply an estimator of the total in the dual-user domain, and the mixing parameter $p$ is used to combine the two estimators into one best estimator for this domain. When the estimator of the dual-user domain derived from the landline sample is the more precise, $p$ should be relatively large, and conversely, when the estimator from the cell-phone sample is the more precise, then $q=1-p$ should be relatively large. It makes good statistical sense to consider the value of $p$ that is proportional to the expected sample size in the dual-user domain, i.e., $p_{o}=a n_{A, \mathrm{opt}}\left(a n_{A, \mathrm{opt}}+\beta n_{B, \mathrm{opt}}\right)$, where the optimum allocation is based on this choice of $p$. Thus, $p_{o}$ is a root of the equation

$$
\begin{equation*}
\frac{c_{A} p^{2}}{c_{B}(1-p)^{2}}=\frac{(1-\alpha) S_{a}^{2}+\alpha p^{2} S_{a b}^{2}+\alpha(1-\alpha)\left(\bar{Y}_{a}-p \bar{Y}_{a b}\right)^{2}}{(1-\beta) S_{b}^{2}+\beta(1-p)^{2} S_{a b}^{2}+\beta(1-\beta)\left\{\bar{Y}_{b}-(1-p) \bar{Y}_{a b}\right\}^{2}} \tag{4.2}
\end{equation*}
$$

and, in turn, $n_{A, \text { opt }}$ and $n_{B, \text { opt }}$ are defined in terms of $p_{o}$.
From (4.2) it is apparent that $p_{o}$ is a function of the $y$ - variable of interest. Use of this $p_{o}$ in actual practice could imply a different sample size and set of survey weights for each variable of interest, which would be unworkable. To provide a practicable solution, one might consider use of the $p_{o}$ that corresponds to the survey variable $y \equiv 1$ (the population total corresponding to this variable is simply the total number of unique units on the two sampling frames). Given this approach $p_{o}$ is a root of the equation

$$
\begin{equation*}
\frac{c_{A} p^{2}}{c_{B}(1-p)^{2}}=\frac{\alpha(1-\alpha)(1-p)^{2}}{\beta(1-\beta) p^{2}} \tag{4.3}
\end{equation*}
$$

For the cost structures considered in this section, the corresponding $p_{o}$ is 0.52 . In Figure 4.1, one can see that this value is very close to the exact optimum $p$ 's under the various scenarios, with little loss in efficiency. Alternatively, one could evaluate (4.2) for a small set of the most important items in the survey; choose a good compromise value of $p$, and then define the optimum allocation in terms of this one compromise value.

## 5 Example: National Immunization Survey

### 5.1 Introduction

CDC has sponsored the National Immunization Survey (NIS) since 1994 to monitor the vaccination status of young children age 19-35 months. The NIS uses two phases of data collection: a dual-frame RDD telephone survey of households with age-eligible children, followed by a mail survey of the vaccination providers of these children, which obtains vaccination histories for the children for each recommended vaccine. Each such child's provider-reported number of doses is compared to the recommended number of doses to
determine whether the child is up-to-date (UTD). Information about the NIS is available in Smith, Hoaglin, Battaglia, Khare and Barker (2005) and the 2011 Data User's Guide (CDC 2012).

We will discuss the NIS as it was conducted in 2011. The main interview consisted of six sections, beginning with Section $S$, which is a brief questionnaire module that determines whether the household has age-eligible children. The interview is then terminated for ineligible households. For eligible respondents with an available vaccination record (shotcard), Section A obtains the child(ren)'s household-reported vaccination history. For all other respondents, Section B obtains a more limited and less specific amount of information about the child(ren)'s vaccinations. Section $C$ collects demographic characteristics of the child(ren), the mother, and the household. Section D collects the names and contact information for the child(ren)'s vaccination providers and requests parental consent to contact the providers, while Section E collects information regarding current health insurance coverage.

### 5.2 Optimum allocation for NIS

The NIS is designed to produce estimates at the national level and for 56 non-overlapping estimation areas, consisting of 46 whole states, 6 large urban areas, and 4 rest-of-state areas. Each of these areas is a sampling stratum in the NIS design. For each of these areas, NIS is designed to minimize the cost of the survey subject to a constraint on variance: the coefficient of variation $(\mathrm{CV})$ of the estimator of the vaccination coverage rate (UTD children as a proportion of all eligible children) is to be 7.5 percent at the estimation-area level, when the true rate is 50 percent.

Given the take-all protocol, the six-part survey interview is administered to all respondents in both sample. Given the screening protocol, the survey interview is administered to all respondents in the landline sample, while in the cell-phone sample, the overall interview is now in two parts: (i) the brief screener to determine telephone status and (ii) the aforementioned six-part survey interview. Dual users are screened out of the cell-phone sample.

To illustrate the optimum allocation, we take the per-unit costs to be proportional to the following values: $c_{B}^{\prime}=0.06, c_{B}^{\prime \prime}=2.03, c_{B}=1.96$, and $c_{A}=1.00$. Cell-phone interviews require roughly twice as many labor hours as landline interviews. We assume the following population proportions for age-eligible children by telephone status: $W_{A}=0.59, W_{a}=0.08$, $W_{a b}=0.51, W_{b}=0.41, W_{B}=0.92, a=0.86$, and $\beta=0.55$. We calculated these proportions using data from the January - June 2010 National Health Interview Survey.

To estimate a vaccination coverage rate given the take-all approach, we work with the variable

$$
Y_{i}= \begin{cases}1, & \text { if the } i^{\text {th }} \text { case is an age- eligible child who is UTD } \\ 0, & \text { otherwise. }\end{cases}
$$

Then, the estimated vaccination coverage rate is $\ddot{Y} N_{e}$, where $N_{e}$ signifies the number of age-eligible children in the population (assumed known from vital statistics and related records). In accordance with the variance constraint, we take $\bar{Y}_{a e}=\bar{Y}_{a b e}=\bar{Y}_{b e}=0.5$, where the subscript $e$ signifies the mean of the age-eligible cases within the corresponding telephone status domain. Then, $\bar{Y}_{d}=\bar{Y}_{d e} P_{d e}$ and $S_{d}^{2}=\bar{Y}_{d}\left(1-\bar{Y}_{d}\right)$, where $d=a, a b, b$ designates the three telephone status domains and $P_{d e}=N_{d e} N_{d}$ signifies the age-eligibility rate within domain $d$. Based on NIS experience, we take $P_{a e}=0.015, P_{a b e}=0.03$, and $P_{b e}=$ 0.05 , reflecting an increasing eligibility rate across the telephone status domains; that is, young child-bearing families tend to have a cell phone and further tend to be CPO. By definition, the variance is the square of the coefficient of variation times the square of the population proportion. Thus, the variance constraint is $\operatorname{Var}\left\{\ddot{Y} / N_{e}\right\}=0.075^{2} \times 0.5^{2}$.

To estimate a vaccination coverage rate given the screening design, we work with the variable

$$
Y_{i}=\left\{\begin{array}{lll}
1, & \text { if } i \in s_{A}, & \text { and is an age- eligible child who is UTD } \\
0, & \text { if } i \in s_{A}, & \text { and is not an age- eligible child or is not UTD } \\
1, & \text { if } i \in s_{B}, & \text { and is CPO and is an age- eligible child who is UTD } \\
0, & \text { if } i \in s_{B}, & \text { and is not CPO or is not an age- eligible child or is not UTD. }
\end{array}\right.
$$

Given these assumptions, the values of the efficiency ratio $E$ lie below 1.0 for all values of $p$ and from this we conclude that the screening design may be relatively less costly than the take-all design. The optimum value of $p$ is about 0.39 . However, $E$ is quite flat in a neighborhood of the optimum and thus values of $p$ in this neighborhood would produce similar total cost.

Given our assumptions, the optimum allocation for the take-all protocol at the optimum $p$ is $n_{A}=3,069$ and $n_{B}=7,437$, which equates to 86 NIS interviews on behalf of age-eligible children in the landline sample and 289 interviews on behalf of age-eligible children in the cell-phone sample. For the screening protocol, the optimum allocation is $n_{A}=5,858$ and $n_{B}$ $=8,432$, which we expect to yield 164 NIS interviews on behalf of age-eligible children in the landline sample and 188 NIS interviews of CPO households on behalf of their ageeligible children. These allocations apply to a single typical estimation area. Table 5.1 displays the expected sample sizes by telephone status domain given the optimum allocations. Given the screening protocol, the cell-phone sample yields an expected 4,674 dual users, which in turn reflect an expected 140 age-eligible children (who are not to be interviewed and thus are not included in the table).

We developed the optimum allocations revealed here under ideal conditions in which there is no nonresponse. To prepare a sample for actual use in the NIS (or any real survey), the allocation must be adjusted by the reciprocals of the expected survey cooperation rates and by the expected design effect due to weighting and clustering.

While the extant evidence shows that the screening protocol is slightly less costly than the take-all protocol, given that both achieve the same fixed variance constraint, the take-all
protocol actually provides the NIS an ongoing platform for testing and comparing both protocols. The authors continue to monitor the achieved sample composition and to conduct other specialized studies of response and nonresponse error.

## 6 Summary

We investigated two designs for a dual-frame telephone survey: a take-all protocol in which every respondent in the cell-phone sample is interviewed and a screening protocol in which respondents in the cell-phone sample are screened for phone status and only CPO respondents are interviewed. For each design, we derived the optimum allocation of the overall survey resources to the two sampling frames.

We studied the allocation problem given the two traditional meanings of the word "optimum": (1) to minimize variance subject to a constraint on data collection cost, and (2) to minimize data collection cost subject to a constraint on variance. Given fixed variance, we find that the screening approach tends to achieve lower total cost than the take-all approach when the per-unit cost of screening is low relative the unit cost of the survey interview. The take-all approach can achieve the lower total cost when the per-unit cost of screening is relatively high. Similarly, given fixed total cost, the screening protocol tends to be the more efficient approach when the per-unit cost of screening is relatively low, and the take-all protocol can be the more efficient approach as the per-unit cost of screening rises. Both the landline and cell-phone samples have the capacity to produce estimators for the dual-user domain, while only the cell-phone sample can produce estimators for the CPO domain. Thus, when screening is relatively inexpensive on a per-unit basis, then it should be used to produce the largest possible sample from the CPO domain. But when screening is relatively expensive, then it is better to avoid the screening step and invest the survey resources in a larger interview sample. These results were obtained under an assumption of simple random sampling, and they may not carry over exactly to other sampling designs.

The take-all design results in two estimators for the dual-user domain, which are combined using factors of $p$ and $1-p$ for the estimators from the landline and cell-phone samples, respectively. We studied the optimum choice of $p$ and gave expressions for reasonable compromise values of $p$. When variance (or cost) is considered as a function of $p$, we found that it is fairly flat in a neighborhood of the optimum. The optimum allocation itself is a function of $p$ and we found that the allocation is relatively insensitive to choices of $p$ within a broad neighborhood of the optimum $p$.

We initiated this work before 2010 at a time when the CPO population in the U.S. was only a fifth to a quarter of the total population of households. At that time it made sense to contemplate a protocol in which the larger landline sample is interviewed in its entirety and the smaller cell-phone sample is screened for CPO status. At this writing, however, the CPO population comprises more than a third of the total population of households and it is still growing. It has become reasonable to consider a new screening protocol in which the landline sample is screened for telephone status and only LLO respondents are interviewed. The foregoing allocations and findings apply to this new protocol by symmetry.

We illustrated the optimum allocations and the two interviewing protocols using the 2011 National Immunization Survey. The survey is designed to minimize cost under a fixed variance constraint. The NIS results are limited to the population of children age 19 - 35 months. Similar results may or may not obtain for a general population survey or for a survey with a different structure of per-unit costs.
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Figure 4.1.
Plot of efficiency $E \mathrm{v}$. mixing parameter $p$, given cost structure 1 .
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Table 4.1

| Definition of six scenarios for a hypothetical adult population |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|       <br> Scenarios $\bar{Y}_{A}$ $\bar{Y}_{a}$ $\bar{Y}_{a b}$ $\bar{Y}_{b}$ $\bar{Y}_{B}$ <br> 1 0.791 0.750 0.800 0.750 0.784 <br> 2 0.759 0.800 0.750 0.750 0.750 <br> 3 0.500 0.500 0.500 0.500 0.500 <br> 4 0.518 0.600 0.500 0.400 0.469 <br> 5 0.209 0.250 0.200 0.250 0.216 <br> 6 0.241 0.200 0.250 0.250 0.250 |  |  |  |  |  |
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Table 4.2

| Cost Structure | Screening Design |  |  |  | Take-All Design |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n_{\text {A }}$ | $n_{B}$ | $(1-\beta) n_{B}$ | $p_{\text {opt }}$ | $n_{A}$ | $n_{B}$ |
| Scenario 1 |  |  |  |  |  |  |
| 1 | 494 | 747 | 234 | 0.45 | 337 | 331 |
| 2 | 469 | 641 | 201 | 0.45 | 337 | 331 |
| 3 | 431 | 505 | 159 | 0.45 | 337 | 331 |
| Scenario 2 |  |  |  |  |  |  |
| 1 | 506 | 728 | 229 | 0.45 | 339 | 330 |
| 2 | 481 | 626 | 197 | 0.45 | 339 | 330 |
| 3 | 443 | 494 | 155 | 0.45 | 339 | 330 |
| Scenario 3 |  |  |  |  |  |  |
| 1 | 583 | 615 | 193 | 0.50 | 344 | 328 |
| 2 | 559 | 533 | 167 | 0.50 | 344 | 328 |
| 3 | 520 | 425 | 134 | 0.50 | 344 | 328 |
| Scenario 4 |  |  |  |  |  |  |
| 1 | 605 | 582 | 183 | 0.55 | 377 | 312 |
| 2 | 581 | 506 | 159 | 0.55 | 377 | 312 |
| 3 | 543 | 405 | 127 | 0.55 | 377 | 312 |
| Scenario 5 |  |  |  |  |  |  |
| 1 | 606 | 581 | 182 | 0.55 | 358 | 321 |
| 2 | 582 | 505 | 159 | 0.55 | 358 | 321 |
| 3 | 544 | 404 | 127 | 0.55 | 358 | 321 |
| Scenario 6 |  |  |  |  |  |  |
| 1 | 618 | 563 | 177 | 0.55 | 354 | 323 |
| 2 | 594 | 490 | 154 | 0.55 | 354 | 323 |
| 3 | 557 | 393 | 123 | 0.55 | 354 | 323 |

Table 5.1
Expected sample sizes by telephone status domain given optimum allocations

| Sample and <br> Telephone Status <br> Domains | Take-All Protocol |  | Screening Protocol |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Expected Sample Size | Expected Age-Eligible Cases | Expected Sample Size | Expected Age-Eligible Cases |
| $s_{A}$ | 3,069 | 86 | 5,858 | 164 |
| $s_{B}$ | 7,437 | 289 | 8,432 | 188 |
| $s_{A} \cap U^{a}$ | 416 | 6 | 794 | 12 |
| $s_{A} \cap U^{a b}$ | 2,653 | 80 | 5,064 | 152 |
| $s_{B} \cap U^{a b}$ | 4,122 | 124 | 4,674 | 0 |
| $s_{B} \cap U^{b}$ | 3,314 | 166 | 3,758 | 188 |


[^0]:    Correspondence to: Philip J. Smith.

